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Key features 
 Randomized controlled experiments (RCTs) are the best way to generate data for reliable 

estimation of causal effects; this is true because RCTs control observed covariates so the 
comparison groups are comparable but also inject randomization so unobserved covariates 
cannot not systematically bias estimates. 

 Natural experiments try to emulate RCTs by exercising control over observed covariates 
(e.g., through matching or inverse-probability weighting) and – distinctly from other types of 
observational studies – also identifying a source of haphazardness in the assignment pro-
cess to treatment and control. 

 
 
Settings where natural experiments can be useful 
 When running an RCT poses ethical concerns (e.g., estimating the effect of cigarette smok-

ing on rates of cancer).  
 When the costs of an RCT are prohibitive (e.g., what is the effect of insurance on health 

outcomes). 
 When innovation is too fast (e.g., by the time the RCT produces results the field has moved 

on).  
 When more evidence is needed before progressing to an RCT (see ORBIT model and NIH 

Stage Model). 
 
 
Advantages of natural experiments 
 Can be faster and cheaper than RCTs because the observational data already exist and 

were generated passively. 
 The logistics of obtaining the data are much lower than in RCTs. Smaller teams can pro-

duce the research. 
 RCTs often must exclude certain people (e.g., too sick) whereas natural experiments do not 

(i.e., better generalizability). 
 
 
Disadvantages of natural experiments 
 Designs can be challenging, inference can be complex, often requires collaboration with 

statistician or economist. 
 Natural experiments are not definitive; there is always some doubt about the reliability of 

their conclusions. They should be viewed as good additions to a portfolio of research inves-
tigating a topic, rather than settling a debate. 
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Prior to meeting with a statistician 
 Work through what randomized controlled trial you are attempting to emulate (see: Hernan

and Robins 2016).
 Prepare a list of covariates you have in your data set. Come up with a list of covariates you

are concerned are missing and therefore cannot control.
 Much of the discussion will focus on the source of randomness you are thinking of using for

your natural experiment. Prepare to talk in detail about how this “randomness” works in
practice. If you have seen other researchers use this type of natural experiment in the litera-
ture bring that along.
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